CHAPTER IIX
PROBABILISTIC ANALYSIS

In the last chapter, the estimators %a and ﬁe are
developed. These results are of value only if their sta-
tiStical nature 1s_knoﬁn. Since these estimators are
equlivalent to those uSed_classically, their statistics
can be derived by investigating the behav1of.orrthe
classical formulations of these estimators.

The Power Mean Frequency Estimator

To simplify the algebra involved in the followlng

work, let
Mk-x_jf £ S(r) ar - (Bfl)
and let ‘

.mk = ,Mk - ﬁk’ . | T ('3-2)
where M, is the average value of My, « ' The estimator for
fa 1s. then

W
~ 1
f = See (3'3)
a MO

Or, in terms of the differential quantities M and my s

. M, +m

e alth G
MO-+ My :

Following the work of Miller and Rochwarger (7), the

denominator can be replaced by its power serles. Thus,
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£y = (Fy + my) :ﬁ-l— (~ :9> (3.5)

. N AR L k- .
£, = ==+ (— “—1-> L (mo)k - ml(mo)k H (z.6)
W z : M. | |® - | ‘

0 Mo 1Mo - |

Since the error in MO and'M1 approaches zero asymp-
totically as T goes to infinity (see Appendix B), the

11} .
quantity :Q is small for large T. Hence, the assumption
of large it allows the approximation of %a by the first
few terms of the series above.

The number of terms used depends upbn the degree of

apprdximatidn desired. From Appendix D,

and
Ml = fa?..

'Thus, fa can be writteh'to a second order approximation as:

1] _
4 P‘Q[famg - mlm.o'] .+ O[(—;—) ] (3.7)

The statistics of %a'can easily be determined from this

o _ p-t -
'fa-fa‘ P [famo m

result.

-~

Estimator Bias. Teo determine the consistency of £
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1t 1s necessary to find its average value. From equation

(3.7)
B[E, ]~ £, - PTUIf,E(my) - E(my)]
+ 228 B(nd) - B(mgn)l.  (3.8)

Again, use of the results of Appendix D ylelds

It

E(mk)- 0,

B(mg) = 17+ j s3(£) af,
and

. [ N
E(mgn,) = T jf £ Sg(s) ar,

| wherersa(f) is the powef spectral density of the random

broéesé g(t).
The mean value of f becomes
PN B A
E(fa) £, + PQTI[fa'I E(f)df J £ Sg(f)
- | (3 9)
This result can be simplified'by making the change of
variables f + fa-w-f in both integrals. The second -

integral becomes

| 2 WO 2
jf £ S3(£ + £)dr + 1, jf s3(£ + 1, )af.

Cancellation'of terms yields the following as the final

form:



i

ym o - [ p s+ £ )df. (3.10)
e pPpde S a |

The second term glves. the biés of the estimator. ' It
1s independent of the value of fa and 1s a function of
dniy the power 3pectrﬁmfs-shape. In the case of a symw
metrical PSD, the bias 1is zero. |

A Hence, %a is a biased estimator. The bias approaches
zero asymptotically forilarge.T; it is zero (at 1eést to
a second order approximation) for all T when the true |

gpectrum 1s symmétrical.

Estimator Error. iThe'meaSuré-of the "goodness" of

‘the estimator-is'again,

e[t ] = El(r, - T,)7).

This expected error can be calculated for the first order

approximation to_fa stated eariiert

2 1
£, % Ty = 5 [fmg - myl.
Therefore,
~\2 1 (22 | 20 a i
(£, - £,)° = ;5 [fomg - 2f,mym, + my ] (3.11)
and

e(}a) = -1;1-@- [sz(mg) - 2f, E(mgm,) + E(mi)]. (3.12)

Using the results of Appendix D,
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sy 1 2 20 o\ A 2
E(fa).__ _..._PET [fa I_Sg(f)d - 2f, J' f Sg(f) + f 252 (f df]
| - (3.13)
Or,'
Ay 22 = 1hY.
e(k,) = ;%; jf (r - £,)°sg(n)ar. (3.14)
- Employing the,same chahge of #ariables_as in the previbus

section,
E(f‘ - ff (r-+ fa)df.. _(3.15)

Therefore, the mean'square error of'?a'is.indepen-
'dent of the true value of fy. Tt is a'function of T, the.
width of the finite time Window, and the Width of the
spectrum. This result_agrees with that of-Miller and
" Rochwarger (7) in the_sPééiai'caée of a large signél to

nOise'ratio.'

"The RMS Bandwidth Estimator

Using the notation of the previous section, the
estimator for the square of the RMS bandwldth can be ex-

_préssed‘as

Replacing %a by its powér series expanslon aﬁd utilizing

a similar power serles for the quantity

D L 2
M, - MOBT 3 IWQ +omy - MOBT

ﬁo + My

(3.17)
MO . -



the estimator becomes

y3

ﬁgz_(Mg-MB +m2) _g
‘ﬁ _
- (3.18)
M, k[ e
' - k- : 2
- :l + %h :% (mo)k my {my) 1 ~ B,
M0 M MO :
Or, after expanding both terms,
- = \2
B™ = ——m— - - Bp
MO- MO_
oo - ~ 2'
k[(M, - M B3) '
: 2 -k k-1
+ ":1” - O L (mo) - mg'(mo)
k= 1 :
B AE o \K[M _ : o . S
- 2[4 - 2= ()" = my(mg)*7Y) (3.19)
gMO | MO MO : '
k =1 . 5
. P - — ‘
| © o VRN 4k AT S
M, ] M : M .
' 0 ' 0 0
kel 4 =1
¥ (my) ¥ (mg) FHEE

The higher order terms may again be'neglected for large

T,

becomes:
' 2y = \2
R (M M B-) :
PPafl_ ot (1) | g2
M, M P

Thus, thfough terms of second order, the expression
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Recalling that

1) ”-faP

E(M
and notihg'that_
i 27 orm? L w2 4 o2
E[M2 - MOBT] = P[B .+ Bp + fa],
the bandwldth estimatOr:can be rewritten as

5

1 (re2 o2 I
B = B® - § [(B° - f)my + 20,my - my)

P

4y

(3.21)

+ 5 1(5° -_Bfg)(md)? + he, (mgmy ) f'homz - (m)].

_ (3;2é)

The statistics of ﬁg may be evaluated from this result.

‘Estimator Blas. Determination of the average value

of the estimator shows 1ts consistency or inconsistency.

From (3.22),
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- EB[B°] = B - [(5° - fg)E(mO) + 2f, E(m,) -'E(n;z)]

+ _P%. [(E - 2f )E(m ) + 4f-aE(m0 1) - E(mOmE)
- E(m?)].
(3.23)

Recalling the results of Appendix D,

E(E°) = 8% +~*-[(B - 22) j f)df + 45, f fS )df'
peT
-2 f 25 (f)df]
(3 2%)

Collecting,terms,.
. o 1 o 0. 2, o
E(B°) = B + | [B° - 2(f - £_)°)sz(f)af, (3.25)
- ; PETIf R 3 ,

To explicitly express the variation of this form with
fa’ let f be replaced by f + fa'in each 1ntegra1. " Then,

2 2, 1 (g 20 rm L ey
E(E°) = B - Pngf (B° - or )sg(:‘f fa)éf. (3.25) :

~

Therefore, 8% is also a blased estimator in ﬁhe
general case. As was the situation with £, this esti-
'mator_is asymptotically unblased. The blas for ﬁe-is also
independent of the trué value of fa and only is a func~
tion of the spectrum's shape. The bias 1s zero for all T

in the special cage of a gaussian shaped spectrum.

.Estimator Error. To utilize the criterion for the
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"goodness" of B® that was used for the case of %a requires

the use of the first order approximation for'ﬁgz

8% % 8% - 3 (8% - fImy + 2fmy - mpl. (3.27)

~ L (8% - ef? 52 + 1) )m

+ 4f m
pe - 0 0 a

1 l_

+ momy + 4f, (B - fi)moml (3.28)

2)

2
- 2(B° - fq mo

- Uf Ay 2]

‘and
&(B?) = J%-[(B - 2f252 + r”) ( ) + ugl E(m + E(mg)'
, : P o _

2 . 2 . 2 2
+_#fa(B - fa)E(mOml) - 2(B*~ - fa)E(mOmB)

- by E(m1 2)] (3529)-

Substituting the results of Appendix D for the expected

‘values:

SN YR S-S SO -
e(B°) = o [(B" - 2r;B" + 1) jf sz(r)at

+ (4f'32 - 4£) I £SZ(£)ar

(3.30)
+ (of G f 25

- 4f f3s,(f)df + [ o*sB(r)ar].
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This result can be simplified by the same change of
variables used before.' Performing this substitution and

cancelling terms:
a2 1 o b2 bop 2
€(B°) = [ £°85(fr+ £ )df + B 8L(f + £ )df
P ‘rf g a’™" ."rf g a

2 P 2.2
- 2B J’f £55(f + fa)qf].
(3.31)
Or,
e PRAPLIN-S .
e(B%) = 5 {jf £i85(f + £,)ar

BE{If (32 . 2f2)s§(: + £0ar1).
(3.32)

The error in this estimator is independent of the true:
value of fa' The second term corresponds to the bias of

the estimator. A simpler form of thils result 1s

&( 2

N 1 j [:2 - B°)2 2(f ALY (3.33)

which shows the dependence of the expected error on the

bandwidth of the spectrum explicltly.



